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The Product Forar of Inverse (1) is being uaed more and more often 

i n  large scale Linsar Progrsrming mtemn. 

sparse Mtricea is especially stlitad to the Product Fona, pmvlded 8uch 

inverses are kept reasonably sparse (2, 3). V e r y  feu of the computa- 

tional techniqoes, currently known, for keeping the Product Forr of 

Inverse (PPI) sparse seem tq be arailabb i n  published literature ( I ,  9 
In this paper, a geometrical interprefatim of the PEll is utilired to 

explain the currently known techniques of keeping the PFI of a matrix 

sparse, 

Tbe inversion of large amd 

* 
Soere pmposed inprovmnts in theue techniques a m  also 

discussed. 

kt A be a n x n noa-singular mafrlx and I the aseociated identlw 

matrix. 

sional Ehclidian epace En, Each element of a given column of A ~ f r l t  

then is 8 coonibate of that colonp in tenus of our blrsis. 

of A can ala0 be thought of ao vectors in 

The columna of I w i l l  be considered as a %asis" i n  a nodimem- 

The C O l R m  

centered a t  the origin. If 

a coiunm s of A has an eleawnt am - 0, then evidently coltma 8 is 

orthogonal to er - the unit basic' rector ( rth colum of I) e lhtrix A, . -  
which is spame, can now be visualired 86 a natrlx having mo8t of ita 

columns orthogonal to a large percentage of different bsrdc rectola. 

other words, the calumna of 'a sparrre matrix l i e  in low degreo 

byperplanes i n  

In 

* *  
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Let UB take a closer look at T(k)* Let q j  (k) denote the 
-. . 7 . . :  , .  - -  

d ~ . .  . * I  

element in I’OV i ami column 3 of the mat& 

A(k) getb transformed into a unlt vector we say it has gone into the 

baeis and the original unit basic vector in that position is said to have 

gotten aut of the baai8. 

. Uhenever a column of 

r. 

The llaear transfoxmation T(k + ’1 that 

transfonrs a non-basic coltnn 8 of  A‘k) Into Mdt vector O r  is Y 
equivalent to tbe following opel.stions. Mvlde t&e row r of A (k) w -&) 
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Such vectors are called eta vectonr urd ‘the corresponding matrices are 

known as eta matfices. In other words, a U  the eta v ~ t o ~  are trans- 

fonaed representatdone (or coordinates) of original d t  badc vectors 

a t  the instant theg are displaced frum the basis. We have seen that 

comspording to e& linear tnrnsfonaatian T(~) there is an ~ k r  veetor 

TW. AU of tbe n eta vectors constitute the PFI. ~n PIX the eta 

vector6 once foxmd are not operated upon by mabsequemt transfoxntloxwl. 

In  conbmt, if thet e&a vectors are transforaed we get the ezpUc3.t 

invexwe, this is ths Oa\rss-Jordan atsthod for matrlx invSrSion. 

canpUting PET the llupbec of colrmmrr to be transformed decreases by o m  8% 

each stage, whlle in the evaluation of explicit inverse b r  thUm-JOrban 

nethod all the columna are transformed at  each stage. 

’hm, 

’Po keep the PFI sparse the non-basic colmpne of A(k)$ k = 0, 1, 2,... 

’ (a - 1) am kept sparse because we have seen that the eta rectors are 

formed from non-basic columns of A (k)! s. It will be show Wow that 

p q m r  choice of vectors entering and leaving the basis, the gfowth of 

non-zero Bleaents in non-bash column8 of A(k) can be controlled. The 

density dk) of the matrix A(’) is def’bd to be the ratlo of number of 

non-zero elements in the (n - k) non-bseio colmpns of A(k) to ths total 

number of elerpsnts in those coluams. 

o f i g i m ~  aatrix ~ ( 0 )  or A. me dsnaity of PFI is 

1 

- 

lbus d(*) is the Wit7 of tihe 

to the to ta l  

. 13amPber of non-sen element8 in all the eta vectom dirided b~ n’. 

bt oia introduce a e  m w  count vector c(k) ami ita significance at  

tbis stage (4) . 
non-basic colrmnrr of A(k) Is countad; tbe columu tector of thsse a row 

coupts is Jk)  . Therefom an 

vwfor, is tho number of Ibaa-brrria ---- vectors that two the W c  vector 9 

 he number of non-sem elememtat in each row of the 
. 

q ( k )  , in row i of ttm mw carmt 



in their q m e n t a t i o n s .  Let min.~i(k) = cf (Ir) Therr er is the basic 
4 .  

vector used in the representation of (om of) the least &r of 

noa-bpsic vectors or or is orthogonal to (one oi tae) laqpst m m t ~ ~  of 

non-baalc rectors. 

A llnear transformation of the tm T ('4) (or eta mat-) th.t 

brings column 8 into the basis and remove8 uni t  basis vector er oat of 

the bas18 w i l l  leave a l l  non-basic col\rrmrs of A(k) that are ortho- 

to unchanged, because only those column vectors that  hare a nm- 

tern element in row r wil l  get changed if pre-multiplied by an eta 

lSatrlX -- U h I C h  v8 reCU 18 aXl identity 

eta vector. 

be Identical t o  the non-basic coluwna of A(k), wb remove out of the 

possible original basic vector6 that can be replaced by the given colcra 

vector, the one that comwponda to 

will eviden- keep the growth of non-31ero elensenla I n  non-basic coltrms 

of A ( k + 4  sAIIllf. 

with C O l m  r qlsced tb 

Therefore, in order that as many non-basic columna of A or*) 

ci(') . (4). This proceciwe 

We have thw far a criterion for deciding which original basic unit 

vector to renove from the ba8is a t  each stage, 8uch that the density 

gmutb of the PPI is kept low. 

to brlng into the baais a t  each itage, y8 proceed as follows. 

density meamre Dj( ' )  of each non-basic column vector A(') as 

In order t o  determine whfch colmsl of A(k) 

DefYne the 

- 
('1 = C' ci(k), whem C' denotes that the m a  is taken for  only the 9 

roy~ that correspond t o  non-sero elanents of column 3 of the natrix A (k) 

. 
- 

 he n o n - h i c  column vector of ~(k) haring the ~ ~ ( ' 1  is 

chosen to enter the bas18 a t  step k'. Thue lsdn Dj (k) - ~tk), &ern as (k) 

is the column chosen to enter the baaie. we c8n stay that the mrp1aIMi 

in +(k) IA- is nat e ai i m  degree b\rt alro ia C-a of 
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singletons) when brought I n t o  the baeis, leave the demit7 of non-ba8h 

colunma of A!o! unchanged. Therefom all the siagletoas o h d d  be in- 

serted Into the b a r ,  before se1edA.q the coltrancl on the b a s  of 
(k) - D3 

There is one factor uhlch w8 have not taken Into c o ~ i d e r r t i ~ n  so 

where the n o m  deaote the le- of the vclctom. l!herefom 

For Y r  to be W am (k) should be large i n  absolute valne. Thas by 

choosing the largest pivot we trensfora %(lr) to the orignal  available 

b&ic vector laaldng the smallest angle with .QnnT1 plvot lmpU08 

that 8s (k) is near4 orthogma~ to unit basic vector c o m e q m c ~ ~  to 

the position of 

the lwlb that have slaenfr greater than a certain toleranue in absolute 

pivot. ~n practice (L), when choosing a pivot, 0- 

..* , 
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value a m  considered. This avoids replacing an original buric rwtor 

that is n e a r l y  orthogonal t o  incaming vector. 

camputatdon of D (k) ( 3  - k + 1, ..., n; k = 0, 1, ..., n) and 3 
sorting tbe colannn vectors according t o  ascending ralwa of Dj (k) - at 

are canpated and columns are sorted I n  aaceaxling order of Dj (Q) , 
every step k, is quite tiBe consuming in practice. Therefore 1) (0) 

The c(k) rector is e l ~ o  

me 

3 

j = 1, 2,. ..,n, once a t  the beginningnninrr, 

obtsinsd by suitably modi- originally caaputed rector c (0 ) .  

present nethods of m o a  c ( ~ )  to c ( ~ ~ )  (2,b) are as follows. A l l  

elements of c ( ~ )  that correspond to  non-sem elmnte of the vector 

entering %e basis are decreased by unity when a vector enters fbe 

'&is does not take into consideration the growth in tbe density of m- 

lnaining non-basic coltglln vectors and the consequent change in c 

We have found that  approx5mate probability argrmrents can be ut i l l sed  to ' 

obtain heuristically an approximate f o d a  for colaputing c (bi)' 

k # 0 as follows. 

(k) . 

Consider the matril: A(k). There is no loss of gens-* 

if v8 assume that  ita first k-columm have been already transforred into 

uni t  vectors and rector (k + 1) I s  relpacine oripirul uult vector + 
i 

c 



Let  r be the pivot mu and i be any o m  of the roua of the vector 

k + 1 that h~ a non-zero elawnt. Then there are c i k )  - 1 element8 

other non-bamic columna of mu I. 

the nm-som element8 in TOV i are rand- d%stributOd tbil Ute p-ty 

Of 9 3  (k) being mn-%em ie appraaiaatdy gi- by 

Let k + 2 <, 3 5 n. If we th.* 

or 

. 



or 

tobe 

n - k  

(k+U c,c.t * 1. cr 

If @e c i  (k+i) computed on the basis of the above formula caaes apt 

negative, it is set to zero and if It turns aut to be greater tb.n 

- 1, v8 will set it equal t o  n - -  k - 1. It is evident that 

the above is e q  to incorporate i n  ccaputer oodes where same forr of 

updating of c(k) a l r e q  in me. 

Numedcal msults 

Rrenty-tn, 50 x 50 matrices vere conetnacted. The non-sem eltglenb 

of these matrices are randcdy distributed. 

-027 to .19. 

four different methade, given below. 

I 

Their densities vary f r a  

Tbe PFI of each of these matrices waa detendned using 

(I)  

w i t h  the first column, t o  enter the basis. 

Columns of the A apatr ix  were selected sequentially, beginning 

. (U) The original unit basic vectors were removed on observlng 

the mu couut.  he row count vector waa updated (mod- 

ified) fa ' w e  'O-;-, Vi80 # C O f i s s p o a d i n g  tO O O J I  nOB-&8Ip 
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. 

element of the vector gang into the basir urrity uaa 

subtracted f ra  the c o r r e - w  olam3nt of the rov count 

vector. 

same as I, except the row-count vector uaa updated (modified) 11 

using folmulas 113. 

IXI 

v a l ~ e a  of D~(O)* 3 = 1, 2, ...) n. and then saab m I (ii). 

IV 

Columna were braught into the basis in the order of aecendlng 

Sam as I11 except that tho rou-count rector VBL~ updated using 

fomulaa (1). 
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The relationships between the denalties of the original matrices 

and thelr PFI's, for each, of the four methods, a m  shown in Figure 1. 

The densities of the original lsatrlces are represented along the absclssa 

and their PlT!s along the ordinate. It I s  clear fraa the figure that 

Method 11 I s  always better than Method I; vis., for  a e v e n  matrix the 

density of Ita PFI, using kthod 11, is almp less than the density 

of PF'I obtained by'Method I. Since the appraximate probablllty arguments 

utillzed for  the modification of the row count vector In Xethod I1 becm 

increasingly incorrect Pbr larger values for  the density d of the oripinrl 

matr ix ,  some oaclllationa are observed in the graph of kthod 11 for 

d > -08. 

l inear programming codes and therefore $8 not only difficult to progran, 

but also slow i n  operation, glves nearly the same Plrl denelty 88 Xethod II. 

I n  compariaon with lpsthod I, Nethoda 11, I11 and IV, on the average, 

led t o  24%, 19% and 32% fewer non-oero entries respectird7. If o m  

is willing to pay the price of sorting the columna then l4d2md IV l a  

recommended s-e it seems to be the beet of all. 

Method 111, which Involves sorting of the columns in actual 

, 
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